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Abstract. Natural Language Inference is a Natural Language Under-
standing task aiming to determine the entailment relation between a
given premise and hypothesis. Where we apply this task to clinical tri-
als. We consider Clinical Trial Reports (CTR) as premises and want to
determine their entailment relation with a given hypothesis. Currently,
the only dataset available for this task focuses only on English. There-
fore, we propose two approaches to build a new dataset using clinical
trials in Chinese. The first approach consists of collecting original CTRs
from Chinese clinical trial databases. The second approach uses neural
machine translation models to translate the NLI4CT dataset from En-
glish to Chinese. We evaluated a sample of the our translations against
human references and obtained a SacreBLEU score up to 29.11 and a
BertScore of 83.62 using mBART.

Keywords: Natural Language Processing · Natural Language Inference
· Clinical Trials · Multilinguality · Chinese clinical data.

1 Introduction

Natural Language Inference (NLI) is a Natural Language Understanding task
that aims to determine if a hypothesis entails or contradicts a given premise.
In the general domain, XNLI [2] is a multilingual large-scale dataset, with a
Chinese subset, obtained by automatic translation. OCNLI [6] is a manually
annotated NLI dataset built using original Chinese sources. NLI can also be
applied to clinical trials. For instance, one of the applications is to enroll patients
to participate in trials by using their medical profile as the hypothesis and the
clinical trial’s inclusion and exclusion criteria as the premise. This task has been
covered in English through the dataset NLI4CT [7]. However, to the best of our
knowledge, there is no dataset addressing this issue in any other languages. This
could facilitate the processing of clinical trials in their original language and
help build tools that could benefit medical practitioners with limited English
comprehension.

Our main contribution consists of two methods to build a Chinese clinical
trials corpus for Natural Language Inference. In Section 2, we present the meth-
ods we employed to build our dataset, then in Section 3 our preliminary results,
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in Section 4, we discuss several aspects that could be improved, and in Section
5 we conclude and give ideas for future work.

2 Methods

2.1 Collecting original Chinese clinical trials

Our first method consists of building a dataset from scratch. For premises, we
want to extract clinical trial reports initially published in Chinese or both in
English and Chinese. We try to extract CTRs from chictr.org.cn and chinadrug-
trials.org.cn, the two official Chinese clinical trials registries. However, for both
websites, each CTR needs to be downloaded one by one; on ChiCTR, the data is
downloadable in an XML format, but the resulting file is in English, and on Chi-
naDrugTrials, each CTR needs to be downloaded separately, and the resulting
.doc file has broken the original CTR’s formatting. In addition to data acqui-
sition issues, we also face annotation issues. Indeed, to build an NLI dataset,
we need annotators to produce hypotheses, and in the case of clinical trials,
we need expert annotators with clinical knowledge. Since these annotators are
costly and hard to recruit, we came up with a second solution based on automatic
translation.

2.2 Automatic translation of English NLI4CT

This approach uses Neural Machine Translation (NMT) models to translate the
English NLI4CT dataset. This approach allows us to translate a large quantity of
text without the cost of manual translation. Moreover, similar NMT approaches
[1,5] have obtained reliable translations. We tried different kinds of pre-trained
models to translate the dataset from English to Chinese: (I) OPUS-MT-zh-en
[10], a Chinese-English NMT model pretrained on general domain data, (II)
mBART [9] and (III) M2M-100 [3], 2 multilingual NMT models also pretrained
on general domain data, and (IV) Taiyi [8] a bilingual Chinese-English Large
Language Model (LLM) instruction-tuned on a set of biomedical tasks, including
biomedical English-Chinese translation. As a result, we obtained a dataset with
1,700 training instances, 200 instances for development and 500 for testing, as
the original English version.

3 Results

To evaluate the quality of the translations, we randomly sampled 50 sentences
from the original English NLI4CT and asked one of our authors, a native Chinese
speaker, to provide a translation reference for each of these sentences. Using these
references, we compute the BertScore, the SacreBLEU, ChrF, and TER scores
by comparing the human references with the model’s translations.

mBART obtained the best results among all the baselines, followed by M2M-
100. Despite being the larger model and instruction-tuned over biomedical tasks,

https://www.chictr.org.cn/
http://www.chinadrugtrials.org.cn/
http://www.chinadrugtrials.org.cn/
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Table 1. Automatic metrics of the obtained translations against our human references.
The evaluation sample consists of 50 sentences.

Model SacreBLEU (↑) BertScore (↑) ChrF (↑) TER (↓)
Opus-mt-zh-en 24.21 80.53 26.53 96.61
mbart-large-50-one-to-many-mmt 29.11 83.62 31.30 107.63
m2m100_1.2B 26.53 82.27 28.64 110.17
Taiyi-LLM 17.41 75.54 22.79 128.81

Taiyi obtained the worst results. OPUS, being around 100 times smaller than
Taiyi, still performs better. For our use case, models specifically built for trans-
lation perform better than our LLM baseline.

4 Discussion

Although a solution based on NMT is quick and easy to set up, it has several
weaknesses. As shown by the automatic metrics, the translation quality is still to
be improved. Medical text is challenging to translate due to numerous domain-
specific terms, abbreviations, and special syntax. Moreover, it is possible that
by translating the instances, the semantic changes and the original label no
longer correspond to the translated version of the hypothesis and statement
[4]. In addition, it is necessary to expand the size of the human references for
translation to evaluate the obtained translations more accurately.

The original NLI4CT is solely based on Breast Cancer CTRs, consequently
leading our dataset to only cover Breast Cancer CTRs. Having CTRs related to
more diseases should be considered to broaden our task.

5 Conclusion and Future Work

In this paper, we presented our approaches to build a Chinese version of NLI4CT,
a dataset for applying Natural Language Inference to clinical trials. We first try
to collect clinical trial reports in Chinese from official Chinese clinical registries.
This approach yielding several challenges, we adopt a second approach consisting
of automatically translating the English dataset NLI4CT. With this approach,
we obtained a dataset of 2,400 instances. We also evaluated the quality of the
resulting translation by evaluating a sample of instances against human refer-
ences. Our work is still in progress, and we wish to expand our human references
for evaluation and explore other techniques to obtain better translation quality,
such as using entity linking for a better translation of medical terms, or by fine-
tuning our translation models on biomedical Chinese-English parallel corpora for
translation. We also want to finetune Masked Language Models on our resulting
dataset to evaluate its difficulty compared to the English version and check for
potential biases. The code is available on our GitHub1.
1 https://github.com/CTInfer

https://github.com/CTInfer
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